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Abstract

Reagnition of American Sign Language (ASL) alphabet not only could Hyewgfits to the ASL users, but also
could provide solutions for natural human-computer/robot interadtianany applications. In this paper, we propose
a method for ASL alphabet recognition with use of a Leap Motion Conti@M€). The skeleton data from the
native LMC APl is transformed by a skeleton module into a vedtibre angle features. Meanwhile, two raw infrared-
radiation (IR) images are captured and each of them is fed into awisitule using Convolutional Neural Network
(CNN) for visual feature extraction, which results in two feateears. Those three feature vectors are then fed into
afusion neural network to output the predicted label. An ASL alphabet datastalidished, on whiclné proposed
model is evaluated. The results show that our proposed methodeacthieprediction accuracies of 80.1% and 99.7%
in the leave-one-out and the half-half experiments, respectively.
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1. Introduction

American Sign Language (ASL) alphabet refers to 26 finger-spelled lettdusling 24 static ones and 2 dynamic
oneVJfl D @l]u Automatic eaognition of these signs not only could bring benefits to the ASdrs, but also
could provide solutions for natural human-computer/robot interacitinasvide range of applications such as using
gesture control devices. To tackle this challenging task, different kireenebrs have been explored. Cyber gloves
can directly sense the finger bending but are inconvenient for dailj2u8¢ Microsoft Kinect, which was first
released in 2010,dsbeen applied in this task intensively because it is able to perceive theérdeptiation [4 5].
Leap Motion Controller (LMC) was first released in 2012 and it can peothid hand skeleton information. This
informationhas been used for sign recognition tasks7[6 Different machine learning methods have been applied,
such as support vector machine, k-nearest neighbor, and random[4or8kt Deep learning methods, such as
Convolutional Neural Networks (CNN), have been prevalent recently fagemecognition and Natural Language
Processing (NLP) tasks [9].

In the present stugdye use a LMC as the sensing device to capture human handsifoecignition. An overview
of the proposed model is illustrated in Figure 1. The LMC returns skalatarand two infrared-radiation (IR) images
from which the angle features and the visual features are extractedsksleton module and a vision module
respectively. Subsequently, these extracted features are fed into a newel nktssifier to make the final prediction.
To evaluate the proposed model, a dataset is established on which the evalpationesits are conducted.
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distortion Since the hand region is illuminated by tReLEDs, the undistorted images are then processed using a
brightness threshold and cropped accoiging remove the background.

3. Methodology

Figure 3(a) illustrates the overall architecture of our proposed modat # bkeleton module and a vision module to
extract features from the skeleton data and the two IR images, respectheijth€se features are fused together for
classfication.
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Figure 3 Structures of (a) the proposed model, (b) skeleton module, and (c) wisdule Goncat TFQL Canv 9
D QR»o1 fienote the operations of concatenation, full connection, convolution, atidgy@espectively.

In the skeleton module (see Figure 3(b)), the positions ofl$hints <544 & Asand the palm centey, are
retrieved from the skeleton data. Then, their angle features are extractedaae tr@jcal in defining different signs
There ar22 angles< 24 g& a @ grincluding angles between adjacent bones in the same finger and lzetglesn
adjacent fingers, selected and their cosine values are calcataded2-dimensional feature vector, which is fully
connected to a layer with 16 neurons. Finally, the skeleton moduleteatfeature vector with the dimension of 16.

The vision module is a Convolutional Neural Network (CNN) whose architectishown in Figure 3(c). Suppose
there are0 pairs of IR images: ;°'nd : ;" E Bs 4 @ First, each of the images is scaled to the size of
utHutH sand its intensity is normalized to the intervald 3Then three convolutional layers with the filter size of
w H and the increasing depth of 32, 64 and 128 are implemented to éx&racsual features. A down-sampling
layer is applid after each convolutional layer using the max pooling operafighwith the filter size oft H tto
reduce the spatial dimension (width and height). The third demwplng layer2 K K Heiumns a feature map with
the size ofv H v K t zwhich is flattened subsequently. Finally, the vision module d@sipdieature vector with the
dimension of 1024.

The fusion process is illustrated in Figure 3(a). First, the vision moeukerates a 1024-dimensional feature vector
for each of the two IR images. Then these two vectors are coatatdnto a 2048-dimensional vector on which
fully connected layer is applied forming 128-dimensional vector. While the skeleton module generates a 16-
dimensional vector, which is concatenated with the 128-dimensional viectoing a 144-dimensional vector.
Finally, the fully connected layers with 24 neurons and the Safaperations12] are implemented on the 144 and
16-dimensional vectors, resulting in the main output and the SM ougspiectively.
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To train the model more effectively, two loss functions are considergdh are the cross entropies of the main and
the SM outputs. The total loss is defined as the weighted summation ofwdssd functions.

4. Experiments

We evaluate our method on the established ASL alphabet dataset, whibhdigiss performed by 5 subjects and
450 samples for each sighhus, there are 54,000 samples in total. Figure 4 shows examples2df signs of each
of the five subjects.
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Figure 4: Examples of th#&4 signs of each of the five subjects

The model described in Section 3 is ceglatsing TensorFlowl3] and Keras 14]. The leave-one-out and the half-
half policies are conducted in the experiments for evaluation purpos¢he leave-one-out policy, the sampdds
one subject are left for evaluation, and the samples of the othjectsuare used for training. For the half-half pglicy
one half of the samples is used for training and the other Hadpisfor evaluationRecognition accuracy is used to
quantify the classification performance, which is the percentage @fctigrrecognized signs.

To evaluate the effectiveness of the proposed model, we compare thienpadenf four cases using different inputs:

(2) single image (feed the vision module with only one imdggzard the skeleton module); (2) two images (feed the
vision module with two images, discard the skeleton module); B¢taln data (feed the skeleton module with the
skeleton data, discard the vision module); and (4) the proposeal.riibé performance of the leave-one-out and the
half-half evaluations in these four cases are summarized in Table 1. Baset®gher accuracy than Case 1, which
shows that using two images from two cameras heljgentify a sign. Case 3 has the lowest accuracy compared with
the others, because the LMC cannot provide the correct skeleton datméosigns due to their high complexity and
the finger occlusions. Overall, the proposed model has the highest predmtioracies among the four caseboth

the leave-one-out and the half-half evaluations, which are 80.1% aftd,9@spectively.

Table 1: Prediction accuracies (%) of the leave-mmgloo) and the half-halfih) evaluations in different cases

Cases Single image Two images Skeleton data Ours
loo hh loo hh loo hh loo hh
1 87.9 86.1 35.2 87.2
2 75.4 78.5 22.8 81.1
3 64.6 - 67.0 - 29.9 - 68.7 -
4 90.6 93.0 39.7 91.2
5 63.6 66.5 481 72.3

Meanaccuracy 76.4 994 782 996 351 66.7 801 997

As listed in Table 1, different subjects show different performanceeifetive-one-out evaluations. The subject
has the highest accuraof/91.2%, which is about 23% higher than the lowest one fromtsailfect. As examples,
the confusion matrices of th& and the % subjects are shown in Figure 5. For ties8bject, there are some confusing
pairs severely misclassified, such @s (T KtP 1 RW T u61l 1 T-81 DXG T due to their high similarities (see
Figure 5(a)). For the"subject (see Figure 5(b)), most of the signs are correctly classitiegteake most confusing
S D Ni$ffjue., there ar880 Y PLVFODVSYLILHG DV p
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5. Conclusion

In this paper, we propose a method for American Sign Language (ASpelptecognition using the skeleton data
and two infrared-radiation (IR) images obtained from a Leap MotiarrGiter (LMC). A skeleton module is designed

to extract angle features from the skeleton data, and a vision motiidh,isva Convolutional Neural Network (CNN),

is developed to extract visual features from the two IR images. Thentttegends of features are fused together
with a neural network to output the final prediction. The proposeithad compensates the weakness of the native
LMC API in recognizing complex signs. An ASL alphabet dataset involvia@4hstatic signs performed by 5 subjects

is created to evaluate our mod€&he experimental results on the established dataset demonstrate that elr mod
achieves the prediction accuracies of 80.1% and 99.7% in the leave-one-that hald-half evaluations, respectively.
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